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Overview

The Fundraising databases of the BHF are held at H.O. in London and are accessed by H.O. users, Regional users and remote users. These databases are used to create a Central Data Warehouse (CDW) also at H.O. which provides the Single Contact View accessed by all users and by DexPro which is the new reporting tool about to be rolled-out to all users. Thus the databases which are or will potentially be on H.O. SQL Servers are:

Main Databases

CERES (Central Contact Repository)

BHFRDA (Regional Database)

DIMAR (Direct Marketing Database)

RE76 (Raiser’s Edge)
Dependent Databases

CDW (Central Data Warehouse)
DexPro (Date Extraction and Processing)

CDW and DexPro rebuild their main tables overnight by running stored procedures that use the main databases.  They also access the main databases during normal operations.  Although CDW does not write to itself during normal operations, DexPro does.
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Figure 1

Regional users have been complaining about response times since the nine regional databases were merged and centralized at H.O.  Furthermore, when Raiser’s Edge was deployed in the Regions it could not be done without using Citrix.  
If DexPro is rolled-out to the Regions linked to the H.O. database, response times are unlikely to be better than the response times currently being experienced when running queries on BHFRDA. This is obviously a cause for concern.

The writer believes that BHFRDA has already been tested through Citrix and it showed no real improvement in response times. DexPro has not been tested with Citrix.
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Figure 2 – The current BHF WAN

Figure 2 shows how we understand the current operation. This paper intends to consider the alternative solution of providing distributed reporting for DexPro. The various methods available are considered in the CMdR-RDM White Paper which accompanies this document.
Due to the similarity of CDW as a reporting database and the fact that it is simpler to use CDW for distributed reporting than DexPro (CDW does not write to itself during normal operations), we have included CDW in this paper because what can be done for DexPro can certainly be applied to CDW. 

Apart from distributed reporting for CDW and DexPro, the solutions available may also provide WAN traffic reduction created by the main databases and high availability for all SQL Server databases.  

Distributed Reporting

The aim of distributed reporting is to make available to local users a copy of a reporting database. In this case, the aim is to provide a copy of CDW and DexPro.
CDW and DexPro rebuild their main tables overnight by running stored procedures that use the main databases (see Figure 1 above).  They also access the main databases during normal operations.  It is possible, however, to modify the overnight stored procedures so that the main databases are not accessed during normal operations. 
During normal operations, DexPro writes to itself.  Apart from creating temporary tables which need not concern us under this heading, it does save previous selections.  These selections are saved under the name of the user and can only be accessed by the user unless they are saved by an administrator whereby they can be accessed by all.  If the distributed reporting only option is selected, we will need to think in terms of having local administrators and system administrators at H.O. Local administrators will be able to create selections for all users in a Region, and system administrators at H.O. will create selections for use by any user irrespective of location.  System administrators may need to have their own copy of the DexPro database (but not necessarily) so that their selections are distributed to the other copies without interfering with the copy of H.O. users. 

On this basis, copies of the main databases will need to be made available to the local servers. The CDW and DexPro overnight stored procedures will not require modifications and they will be ran locally after the main databases have been updated. Care will need to be taken to ensure that one job is finished before the other begins.  Any selections created by the system administrators can be DTSed across to the others as the need arises.  The sytem administrators will also need access to each of the copies to be able to modify the configuration tables.
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  Figure 3 – Proposed Database Distribution

Once the initial copies of CDW and DexPro have been created, therefore, they will be self-maintained.  This leaves us to consider how to make read-only copies of the main databases available locally.

The options (see separate White Paper) are:

1. SQL Server Back-Up and Restore or Log Shipping
These technologies will facilitate the creation and/or updating of SQL Server databases on local servers. It is best that the alternatives are tested and compared to determine which is better suited to the circumstances.  Full back-up and restore and restore may be easier than restoring transactional backups for the day.  Setting a time delay on log-shipping so that it only ships the log once after the close of business may also be easier than restoring transactional back-ups and quicker that restoring a full back-up.

2. SQL Server Transactional Replication

Synchronising the main databases overnight using transactional replication is another method that may be used. The main disadvantage is that SQL Server Replication involved creating new identity columns in each of the tables to be replicated and/or managing replication columns This may cause problems with the applications, with upgrades and may contravene support agreements with third party vendors such as Blackbaud.

3. Other Technologies

RDM can be set to mirror only once after close of business but it does not provide any advantages over 1. above and will cost money to purchase, whereas the options under 1. are no cost options.

SQL Server Mirroring is only available in the 2005 Enterprise version, can only have one, not several, mirrors and does not leave the mirror in a usable state.

CMdR is not a no cost option. It does offer a number of advantages but only if it is to be used in conjunction with WAN traffic reduction  and/or a high availability requirement.  
WAN Traffic Reduction & High Availability
If copies of the main databases are to be made available locally, the next logical step is to use this schema for WAN traffic reduction and high availability by using CMdR.
CMdR Explained

Figure 4
WAN traffic can be reduced substantially since each group of local users only accesses their local server not a central server.


Figure 5
The application also has the facility to switch users automatically to another server in the event of failure of one of the servers. 
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Figure 6
CMdR maintains a log of all operations, which allows the application to rewind all operations to the latest backup restored and redo all missing operations to the restored database during failback so that nothing is lost. The ongoing log of operations also provides a complete audit trail.

For further details of CMdR and a solutions comparison, please see separate White Paper.



Reads/Writes to/from multiple servers all data and database schema operations as they occur. This includes all transactions and changes to user and system objects, logins and server roles.
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